INTRODUCTION

Now we are at the last stage of the research process\(^{(1)}\): Statistical Analysis & Reporting. In this article, we will discuss how to present the collected data and the forthcoming write-ups will highlight on the appropriate statistical tests to be applied.

The terms Sample & Population; Parameter & Statistic; Descriptive & Inferential Statistics; Random variables; Sampling Distribution of the Mean; Central Limit Theorem could be read-up from the references indicated\(^{(2-11)}\).

To be able to correctly present descriptive (and inferential) statistics, we have to understand the two data types (see Fig. 1) that are usually encountered in any research study.

Researchers are encouraged to discuss the database set-up with a biostatistician before data entry, so that data analysis could proceed without much anguish (more for the biostatistician!). One common mistake is the systolic/diastolic blood pressure being entered as 120/80 which should be entered as two separate variables.

To do this data cleaning, we generate frequency tables (In SPSS: Analyse – Descriptive Statistics – Frequencies) and inspect that there are no strange values (see Table II).

<table>
<thead>
<tr>
<th>Valid</th>
<th>Female</th>
<th>38</th>
<th>50.0</th>
<th>50.0</th>
<th>50.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>13</td>
<td>17.1</td>
<td>17.1</td>
<td>67.1</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>25</td>
<td>32.9</td>
<td>32.9</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>76</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

There are many statistical software programs available for analysis (SPSS, SAS, S-plus, STATA, etc). SPSS 11.0 was used to generate the descriptive tables and charts presented in this article.

It is of utmost importance that data “cleaning” needed to be carried out before analysis. For quantitative variables, out-of-range numbers needed to be weeded out. For qualitative variables, it is recommended to use numerical-codes to represent the groups; eg. 1 = male and 2 = female, this will also simplify the data entry process. The “danger” of using string/text is that a small “male” is different from a big “Male”, see Table I.

Someone is 3.7 m tall! Note that it is not possible to check the “correctness” of values like subject number 113 (take note, all subjects must be key-coded; subjects’ name, i/c no, address, phone number should not be in the dataset; the researcher should keep a separate record – for his/her eyes only) is actually 1.5 m in height (but data entered as 1.6 m) using statistics. This could only be carried out manually by checking with the data on the clinical record forms (CRFs).
It is obvious that if the distribution is normal, the mean will be the measure to be presented, otherwise the median should be more appropriate.

**How do we check for normality?**
It is important that we check the normality of the quantitative outcome variable as to allow us not only to present the appropriate descriptive statistics but also to apply the correct statistical tests. There are three ways to do this, namely, graphs, descriptive statistics using skewness and kurtosis and formal statistical tests. We shall use three datasets (right skew, normal and left skew) on the ages of 76 subjects to illustrate.

**Graphs**
**Histograms and Q-Q plots**

The histogram is the easiest way to observe non-normality, i.e. if the shape is definitely skewed, we can confirm non-normality instantly (see Fig. 3). One command for generating histograms from SPSS is Graphs – Histogram (other ways are, via Frequencies or Explore).

Another graphical aid to help us to decide normality is the Q-Q plot. The histogram is the easiest way to observe non-normality, i.e. if the shape is definitely skewed, we can confirm non-normality instantly (see Fig. 3). One command for generating histograms from SPSS is Graphs – Histogram (other ways are, via Frequencies or Explore).

Another graphical aid to help us to decide normality is the Q-Q plot. The histogram is the easiest way to observe non-normality, i.e. if the shape is definitely skewed, we can confirm non-normality instantly (see Fig. 3). One command for generating histograms from SPSS is Graphs – Histogram (other ways are, via Frequencies or Explore).
plot along a curve instead of a line. Take note that the
interest here is the central portion of the line, severe
deviations means non-normality. Deviations at the
“ends” of the curve signifies the existence of outliers.
Fig. 3 shows the histograms and their corresponding
Q-Q plots of the three datasets.

Descriptive statistics using skewness and kurtosis
Fig. 3 shows the three types of skewness (right: skew >0, normal: skew ~0 and left: skew <0). Skewness ranges from -3 to 3. Acceptable range for normality is skewness lying between -1 to 1. Normality should not be based on skewness
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**Right skew**
- Skew: 1.47
- Kurtosis: 2.77

**Left skew**
- Skew: -0.71
- Kurtosis: -0.47

**Normal**
- Skew: 0.31
- Kurtosis: -0.32
alone; the kurtosis measures the “peakness” of the bell-curve (see Fig. 4). Likewise, acceptable range for normality is kurtosis lying between -1 to 1. The corresponding skewness and kurtosis values for the three illustrative datasets are shown in Fig. 3.

Measures of Spread

The measures of central tendency give us an indication of the typical score in a sample. Another important descriptive statistics to be presented for quantitative data is its variability – the spread of the data scores.

The simplest measure of variation is the range which is given by the difference between the maximum and minimum scores of the data. However, this does not tell us what’s happening in between these scores.

A popular and useful measure of spread is the standard deviation (sd) which tells us how much all the scores in a dataset cluster around the mean. Thus we would expect the sd of the age distribution of a primary one class of pupils to be zero (or at least a small number). A large sd is indicative of a more varied data scores. Fig. 5 shows the spread of two distributions with the same mean.

Formal statistical tests – Komolgorov Smirnov one Sample test and Shapiro Wilk test

Here the null hypothesis is: Data is normal

Table III. Normality tests.

<table>
<thead>
<tr>
<th></th>
<th>Kolmogorov-Smirnov</th>
<th>Shapiro-Wilk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistic</td>
<td>df</td>
</tr>
<tr>
<td>Right Skew</td>
<td>0.187</td>
<td>76</td>
</tr>
<tr>
<td>Normal</td>
<td>0.079</td>
<td>76</td>
</tr>
<tr>
<td>Left skew</td>
<td>0.117</td>
<td>76</td>
</tr>
</tbody>
</table>

From the p-values (sig), see Table III, both Right skew and Left skew are not normal (as expected!). To test for normality, in SPSS, use the Explore command (this will also generate the QQ plot). One caution in using the formal test is that these tests are very sensitive to the sample sizes of the data.

For small samples (n<20, say), the likelihood of getting p<0.05 is low and for large samples (n>100), a slight deviation from normality will result in the rejection of the null hypothesis! Urghh... I know this is so confusing! So, normal or not? Perhaps, Table IV will give us some light in our checking for normality. Take note that the sample sizes suggested are only guidelines.

Table IV. Flowchart for normality checking.

1. Small samples* (n<30): always assume not normal.
2. Moderate samples (30-100).
   If formal test is significant, accept non-normality otherwise double-check using graphs, skewness and kurtosis to confirm normality.
3. Large samples (n>100).
   If formal test is not significant, accept normality otherwise Double-check using graphs, skewness and kurtosis to confirm non-normality.

* Reminder: not ethical to do small sized studies[10].

Measures of Spread

The measures of central tendency give us an indication of the typical score in a sample. Another important descriptive statistics to be presented for quantitative data is its variability – the spread of the data scores.

The simplest measure of variation is the range which is given by the difference between the maximum and minimum scores of the data. However, this does not tell us what’s happening in between these scores.

A popular and useful measure of spread is the standard deviation (sd) which tells us how much all the scores in a dataset cluster around the mean. Thus we would expect the sd of the age distribution of a primary one class of pupils to be zero (or at least a small number). A large sd is indicative of a more varied data scores. Fig. 5 shows the spread of two distributions with the same mean.

For a normal distribution, the mean coupled with the sd should be presented. Fig. 6 gives us an indication of the percentage of data “covered” within one, two and three standard deviations respectively.
Here comes the million dollar question? Does a small sd imply good research data? I believe most of you (at least 90%) would say yes! Well, partly you are right – it depends.

For the age distribution of the subjects enrolled in your research study, you would not want the sd to be small as this will imply that your results obtained could not be generalised to a larger age-range group. On the other hand, you would hope that the sd of the difference in outcome response between two treatments (active vs control) to be small. This shows the consistency of the superiority of the active over the control (hopefully in the right direction!).

Interval Estimates (Confidence Interval)
The accuracy of the above point estimates is dependent on the sampling plan of the study (the assumption that a representative sample is obtained). Definitely if we are allowed to repeat a study (with fixed sample size) many times, the mean and sd obtained for each study may be different, and from the theory of the Sampling Distribution of the Mean, the mean of all the means of the repeated samples will give us a more precise point estimate for the population mean.

In medical research, we do not have this luxury of doing repeated studies (ethical and budget constraints), but from the Central Limit Theorem, with a sample large enough\(^{12}\), an interval estimate provides us a range of scores within which we are confident, usually a 95% Confidence Interval (CI), that the population mean lies within.

Using the Explore command in SPSS, the CI at any percentage could be easily obtained. For a simple (large sample) 90% or 95% CI calculation for the population mean, use

\[
\text{sample mean } \pm c \times \text{sem}
\]

where \(c = 1.645\) or 1.96 for 90% or 95% CI respectively and sem (standard error of the mean) = \(\frac{sd}{\sqrt{n}}\) (where \(n\) is the sample size).

For example, the mean difference in BP reduction between an active treatment and control is 7.5 (95% CI 1.5 to 13.5) mmHg. It looks like the active is “fantastic” with a 7.5 mmHg reduction but from the large confidence interval of 12 (= 13.5 - 1.5), it could possibly be that the study was conducted with a small sample size or the variation of the difference was large. Thus from the CI, we are able to assess the quality of the results.

When should the usual 95% CI be presented. Surely for treatment differences, it should be specified. How about variables like age? There’s no need for age in demographics but if we are presenting the age of risk of having a disease, for example, then a 95% CI would make sense.

The error bar plot is a convenient way to show the CI, see Fig. 7.

Qualitative variables
For categorical variables, frequency tables would suffice. For ordinal variables, the “correct order” of coding should be used (for example: no pain = 0, mild pain = 1, etc). Graphical presentations will be bar or pie charts (will not show any examples as these plots are familiar to all of us).

CONCLUSIONS
The above discussion on the presentation of data is by no means exhaustive. Further readings\(^{2-11}\) are encouraged. A recommended “Table for demographic” in an article for journal publication is

<table>
<thead>
<tr>
<th></th>
<th>Group A</th>
<th>Group B</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative variable (e.g. age)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (sd)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qualitative variable (e.g. sex)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>(n^1) (%)</td>
<td>(n^2) (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>(n^3) (%)</td>
<td>(n^4) (%)</td>
<td></td>
</tr>
</tbody>
</table>

\(n\) is the sample size.
We shall discuss the statistical analysis of quantitative data in our next issue (Biostatistics 102: Quantitative Data – Parametric and Non-Parametric tests).
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