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ABSTRACT
Background  The advent of generative artificial 
intelligence has led to the emergence of multiple vision 
large language models (VLLMs). This study aimed to 
evaluate the capabilities of commonly available VLLMs, 
such as OpenAI’s GPT-4V and Google’s Gemini, in detecting 
and diagnosing ocular diseases from retinal images.
Methods and analysis  From the Singapore 
Epidemiology of Eye Diseases (SEED) study, we selected 
44 representative retinal photographs, including 10 healthy 
and 34 representing six eye diseases (age-related macular 
degeneration, diabetic retinopathy, glaucoma, visually 
significant cataract, myopic macular degeneration and 
retinal vein occlusion). OpenAI’s GPT-4V (both default and 
data analyst modes) and Google Gemini were prompted 
with each image to determine if the retina was normal or 
abnormal and to provide diagnostic descriptions if deemed 
abnormal. The outputs from the VLLMs were evaluated for 
accuracy by three attending-level ophthalmologists using a 
three-point scale (poor, borderline, good).
Results  GPT-4V default mode demonstrated the highest 
detection rate, correctly identifying 33 out of 34 detected 
correctly (97.1%), outperforming its data analyst mode 
(61.8%) and Google Gemini (41.2%). Despite the relatively 
high detection rates, the quality of diagnostic descriptions 
was generally suboptimal—with only 21.2% of GPT-4V’s 
(default) responses, 4.8% of GPT-4V’s (data analyst) 
responses and 28.6% for Google Gemini’s responses rated 
as good.
Conclusions  Although GPT-4V default mode showed 
generally high sensitivity in abnormality detection, all 
evaluated VLLMs were inadequate in providing accurate 
diagnoses for ocular diseases. These findings emphasise 
the need for domain-customised VLLMs and suggest 
the continued need for human oversight in clinical 
ophthalmology.

INTRODUCTION
The development of artificial intelligence 
(AI) driven, image-based diagnostics is a 
field of growing interest.1 Generative AI and 
vision large language models (VLLMs) are 
advancing AI’s capabilities by processing 
both text and image inputs through 

transformer-based architectures and image 
encoders.2 By tokenising inputs into manage-
able pieces, VLLMs efficiently analyse data, 
offering significant potential in medical fields 
like ophthalmology.2–4 VLLMs bring a new 
wave of budding potential for innovations 
in medical fields which are heavily reliant 
on images such as ophthalmology.5 These 
algorithms may potentially complement the 
delivery of eye care services in locations with 
inadequate or limited access to eye care, such 
as in low and middle-income countries.6

In July 2023, Google Gemini began to roll 
out features which accept images as inputs.5 
In September 2023, this new capability was 
also extended by OpenAI’s GPT-4V.7 This 
suggests that VLLM-based chatbots could 
potentially impact medical diagnostics by 
assisting with or even automating the analysis 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ General purpose visual large language models 
(VLLMs) have demonstrated potential in ophthal-
mological disease detection, but their capabilities to 
diagnose from retinal images remain underexplored.

WHAT THIS STUDY ADDS
	⇒ While GPT-4V’s default mode achieved high sensi-
tivity for detecting general abnormalities (97.1%), 
the diagnostic descriptions across all models were 
generally suboptimal, highlighting significant limita-
tions in their ability to provide accurate and clinically 
meaningful outputs for ophthalmic imaging tasks.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ Our findings reveal the limitations of general-
purpose VLLMs in accurately detecting and diag-
nosing major eye diseases from retinal photographs. 
These results emphasise the need for task-specific 
refinement for VLLMs and the continued importance 
of human oversight in clinical application.
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of medical images.7 One potential application of these 
VLLMs in ophthalmology would be to assist in detecting 
and diagnosing major eye diseases from retinal photo-
graphs.8 Retinal photographs, crucial for diagnosing and 
managing many of these diseases, traditionally require 
accurate, specialist-driven analysis.9 The application of 
VLLMs could potentially help streamline the clinical 
process, improving patient eye care and access.8

Nevertheless, the clinical utility of current commonly 
available VLLMs in ophthalmology remains relatively 
underexplored. This study aimed to evaluate the capa-
bilities of three popular VLLMs, namely GPT-4V’s default 
mode, GPT-4V’s data analyst mode and Google Gemini in 
accurately detecting and diagnosing ocular diseases from 
retinal photographs.5 10

MATERIALS AND METHODS
Our study, conducted from 30 September to 20 October 
2023, analysed 44 retinal photographs curated from the 
Singapore Epidemiology of Eye Diseases (SEED) study.11 
The SEED dataset comprises a comprehensive collection 
of retinal images with robust disease labelling.11 In this 
study, we systematically selected representative images 
to evaluate the performance of VLLMs in detecting 
and diagnosing six major eye diseases. The evaluation 
set used consisted of 10 normal retinal images and 34 
images with single diagnosis from six major eye diseases: 
age-related macular degeneration (AMD, n=10), diabetic 
retinopathy (DR, n=6), glaucoma (n=5), visually signifi-
cant cataract (VSC, n=5), myopic macular degeneration 
(MMD, n=5) and retinal vein occlusion (RVO, n=3). This 
selection provided a balanced representation of major 
eye diseases and ensured the specificity of the evaluation 
by focusing on images with single diagnoses to minimise 
confounding. Given the exploratory, proof-of-concept 
nature of this study, the sample size was pragmatically 
chosen to balance the demands of the labour-intensive, 
consensus-based evaluation framework involving three 
attending-level ophthalmologists and three rounds of 
grading.

The images were manually uploaded into GPT-4V’s 
default mode, GPT-4V’s data analyst mode and Google 
Gemini through each chatbot’s interfaces, one image at a 
time accompanied by the following prompt: “Is this retina 
normal or abnormal?”. We then assessed the VLLMs’ 
capability to detect general abnormality and to correctly 
identify normal images. For images correctly identified 
as abnormal, we further prompted: “Please identify any 
potential abnormalities in this retina and provide a list of 
possible diagnoses”. We then evaluated the quality of the 
descriptions generated by the three VLLMs (figure 1).

The accuracy and quality of the three VLLMs’ responses 
were then evaluated by three attending-level ophthal-
mologists (WW, DZC, YXW). The image sequences were 
presented to the graders in a randomised order, and a 
1 day washout period was observed before exposing the 
graders to outputs of the other models. The responses 
were graded as ‘good’ when the response was clear, 

clinically accurate and did not mislead or give potentially 
harmful advice. They were graded as ‘borderline’ when 
the response was partially clear and accurate, partially 
incomplete, and might indirectly cause unnecessary 
concern or confusion to the patient. They were graded 
as ‘poor’ when it was generally vague and provided 
misleading or incorrect information that could lead to 
improper treatment and management. For each case, 
a majority consensus among the three ophthalmolo-
gists was adopted to reach the final grading (see online 
supplemental table 1). In instances where a common 
consensus was not reached among the three ophthal-
mologists (ie, three different ratings were provided), we 
defaulted to a stringent approach, assigning the lowest 
score (ie, ‘poor’) to the VLLM’s response.

Performance differences between three VLLMs were 
denoted in proportions and analysed using the χ2 test 
using R version 4.2.1 (R Foundation, Vienna, Austria). 
Significance was set at a two-sided p value of less than 
0.05.

RESULTS
In our assessment of general abnormality detection, GPT-
4V’s default mode outperformed the other models by 
correctly identifying 97.1% (33 out of 34) of abnormal 
retinal images. This was significantly higher than GPT-
4V’s data analyst mode (61.7%, 21 out of 34) and Google 
Gemini (41.1%, 14 out of 34) (all p<0.001). On the 
other hand, when evaluating the 10 normal images, GPT-
4V’s default mode only correctly identified 5 as normal 
(50%), while the other two VLLMs correctly identified all 
as being normal (table 1).

In GPT-4V’s default mode, of the 33 abnormal images 
correctly identified, only 7 (21.2%) of its diagnostic 
descriptions were deemed as ‘good’ by the panel of 
experts (figure  2). In contrast, GPT-4V’s data analyst 
mode only had 1 response deemed as ‘good’ (4.8%, out 
of 21 abnormal images correctly identified by it). On 
the other hand, Google Gemini only had 4 responses 
with descriptions evaluated as ‘good’ (28.6%, out of 14 
abnormal images correctly identified by it).

On further examination, GPT-4V’s default mode 
performed best in AMD cases. Of the 10 AMD cases, GPT-
4V’s default mode correctly identified all as abnormal 
(100% sensitivity) and provided accurate diagnosis and 
good quality descriptions for 6 of them. For DR cases, 
GPT-4V’s default mode was able to identify all six cases as 
abnormal but only one yielded ‘good’ quality description 
(online supplemental data).

When evaluating the five retinal photos of eyes with 
VSC, all VLLMS’ diagnoses and descriptions were gener-
ally rated as ‘poor’ (online supplemental data). For 
instance, of the five VSC cases, GPT-4V’s default mode 
yielded three ‘poor’ quality responses, and GPT-4V’s data 
analyst mode yielded five ‘poor’ quality responses. On 
the other hand, Google Gemini misidentified all VSC 
cases as normal (false negative) in the first place.
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DISCUSSION
Our study presents a rigorous head-to-head compar-
ison of three common general VLLMS in detecting 
and diagnosing common eye diseases using retinal 
photographs. Prior studies primarily focused on 

evaluating single models such as those evaluating 
language capabilities alone or detection capabili-
ties in isolation.3 4 12–14 Our study provides a more 
comprehensive assessment by evaluating three 
prominent VLLMs (GPT-4V default, GPT-4V data 

Figure 1  Flowchart of overall study design.

B
M

J O
pen O

phthalm
ology: first published as 10.1136/bm

jophth-2024-002076 on 7 A
pril 2025. D

ow
nloaded from

 https://bm
jophth.bm

j.com
 on 10 June 2025 by guest.

P
rotected by copyright, including for uses related to text and data m

ining, A
I training, and sim

ilar technologies.



4 Srinivasan S, et al. BMJ Open Ophth 2025;10:e002076. doi:10.1136/bmjophth-2024-002076

Open access

analyst mode and Google Gemini) on their ability 
to both detect and diagnose six major eye diseases 
using colour fundus photographs.3 4 12–16 Addition-
ally, unlike previous research that often required 
specific prompts or pre-structured inputs, our 
study uniquely evaluated the models’ capabilities 
to generate diagnostic outputs directly from retinal 
images without overly elaborated input guidance 
which may inadvertently inflate the performance 
of the VLLMs.14 A further distinction lies in our 

robust evaluation framework, which used majority 
consensus evaluations based on three attending-level 
ophthalmologists, ensuring reliability and clinical 
relevance.14 These methodical advancements fill 
critical gaps in existing literature and offer greater 
insights into the potential and limitations of VLLMs 
as decision-support tools in ophthalmology. Notably, 
the default mode of GPT-4V showcased supe-
rior sensitivity in detecting general abnormalities 
(97.1%), compared with its data analyst mode and 

Table 1  Sensitivity and specificity of respective vision large language models in detecting ocular diseases

GPT-4V default mode

Abnormal Normal

Ground truth Abnormal (n=34) 33 1 Sensitivity=97.0%

Normal (n=10) 5 5 Specificity=50.0%

GPT-4V data analyst mode

Abnormal Normal

Ground truth Abnormal (n=34) 21 13 Sensitivity=61.7%

Normal (n=10) 0 10 Specificity=100%

Google Gemini (October 2023 version)

Abnormal Normal

Ground truth Abnormal (n=34) 14 20 Sensitivity=41.1%

Normal (n=10) 0 10 Specificity=100%

Figure 2  Consensus-based quality ratings of VLLMs’ outputs, as determined by three consultant-level ophthalmologists.
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Google Gemini. However, the diagnostic descriptions 
of these three VLLMs were generally suboptimal. 
Furthermore, the quality of disease descriptions was 
largely inadequate. These ‘off-the-shelf’ VLLMs are 
not currently not tailored for ophthalmic imaging 
tasks, as a result, struggle to accurately detect and 
diagnose common eye diseases. Our findings high-
light some promising potential and the significant 
limitations of these general VLLMs in the realm of 
eye disease detection and diagnosis. Altogether, this 
underscores the need for domain-specific customisa-
tions to enhance their clinical applicability.

We observed that GPT-4V’s data analyst mode often 
produced vague descriptions and non-specific diag-
noses which were unrelated to the actual condition. 
This phenomenon may be attributed to the under-
lying training methodology employed for each mode, 
particularly the use of user-intent-based reinforce-
ment learning with human feedback (RLHF).17 RLHF, 
a technique where models are fine-tuned based on 
their ability to align with human preferences, might 
have been applied differently across GPT-4V’s default 
mode and data analyst mode.17 While the default mode 
was fine-tuned with a focus on understanding and 
generating human-like text to broadly match a variety 
of user intents, the data analyst mode was specifically 
targeted towards data analysis tasks.17 This divergence 
in training objectives likely led to the default mode 
producing more nuanced, human-like and contextu-
ally appropriate responses, aligning close to what a 
clinician might say. In contrast, the data analyst mode, 
adhering strictly to its analytical approach, might list 
several possible conditions without prioritising or 
contextualising them effectively for a clinical setting, 
thus, appearing ‘vague’ with its descriptions.

Both the GPT-4V’s default and data analyst modes 
often included cautious advisory statements, likely 
reflecting the implementation of medical domain-
specific constraints within the GPT-4V models.10 Such 
constraints are designed to prevent the model from 
making unfounded medical assertions and to better 
align the model outputs with ethical guidelines and 
safety considerations. These constraints, while designed 
to prevent the model from making unfounded assertions, 
might inadvertently lead to overly cautious or ambiguous 
responses that lack the specificity required for accurate 
medical diagnosis. However, despite these constraints, 
the inaccurate medical information in the outputs may 
still cause unnecessary stress or worry among users who 
are not medically trained.

On the other hand, Google Gemini’s outputs, despite 
the majority of them being rated as poor (42.8%), often 
displayed a misleading confident tone. Such tone and 
delivery style could potentially mislead end-users or 
non-specialist practitioners (online supplemental table 
2, images from Gemini with poor rated score). The 
limitations in outputs observed in these VLLMs further 
emphasise the importance of continuous refinement and 

testing to align with clinical standards and patient safety 
considerations.

The overall low proportion of ‘good’ quality 
descriptions across the evaluated VLLMs highlights 
a significant limitation in their application for clin-
ical diagnosis, reinforcing the need to fine-tune the 
models’ capability.18 Altogether, findings from our 
analysis indicate that current VLLMs may not yet be 
fully equipped for detecting and diagnosing abnor-
malities from retinal images. This observation aligns 
with previous research which also highlights VLLMs’ 
limited diagnostic capability across a range of medical 
specialties, including dentistry, endocrinology and 
gynaecology.19 20 Given these insights, we advo-
cate for prudent use of VLLMs, one which involves 
human oversight.6 These VLLMs should be viewed 
as supplementary decision support tools that aid in 
the evaluation process rather than as replacements 
for comprehensive evaluations conducted by ophthal-
mologists or optometrists.13

The strengths of this study include the disease repre-
sentation from major eye diseases. Furthermore, this 
study employs a robust, clinically relevant evaluation 
framework, with a consensus-based evaluation involving 
from three attending-level experts, and comprehensively 
assesses the outputs by the VLLMs. Additionally, we used 
data exclusively from our ‘private’ SEED study, which the 
VLLMs could not have been exposed to in their training, 
thus, mitigating potential model bias, improving the 
fairness and reliability of our assessment. However, this 
proof-of-concept study is limited by its small sample size 
and the selection of major eye diseases, which may restrict 
the generalisability of our findings to other eye diseases. 
The choice of this relatively small sample size was partly 
due to the demand of labour-intensive, majority consensus 
evaluation which involved three attending-level ophthal-
mologists and three rounds of grading. Nevertheless, to 
mitigate the impact of small sample size, we used non-
parametric χ2 tests, which are robust to smaller sample 
sizes and do not rely on assumptions of normality. Future 
research with larger, more representative datasets is still 
warranted.

Future research should prioritise fine-tuning VLLMs 
using ophthalmology-specific datasets, including 
tasks such as visual question-answering (VQA), anal-
ysis of textual patient notes and de-identified clinical 
data. This targeted fine-tuning could significantly 
enhance the models’ ability to interpret complex 
ophthalmological inputs. Additionally, integrating 
fine-tuned VLLMs with retrieval-augmented genera-
tion (RAG) systems tailored for ophthalmology would 
improve their diagnostic accuracy and reasoning 
capabilities, particularly in handling nuanced cases.21 
Further efforts could focus on addressing challenges 
in data scalability, such as the development of diverse 
and representative datasets that better capture the 
variability in ocular diseases across different settings 
and populations.22 Improving model interpretability 
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through explainability frameworks is another critical 
avenue, ensuring that clinicians can trust and vali-
date the outputs of these systems. Advancements in 
these areas could pave the way for VLLMs to be more 
reliable and clinically applicable as decision-support 
tools in ophthalmology.

In conclusion, our findings reveal the limitations 
of general-purpose VLLMs in accurately detecting 
and diagnosing major eye diseases from retinal 
photographs. These results emphasise the need for 
task-specific refinement for VLLMs and the continued 
importance of human oversight in clinical applica-
tion.
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